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As with other digital imaging systems in heavy medical use, it is desirable with magnetic
resonance imaging (MRI) to obtain extensive, rigorous system performance measures from a
small set of images of one or two relatively simple test objects. Digital analysis of the parallel
square rod (PSR) test object introduces digital image system self-evaluation to MRI and extends
automated image evaluation to include rigorous measures throughout the imaging volume rather
than just average measures over the image. Precise comparisons with theory and between systems
can be performed as well as quality control and corrections for nonuniformities. The PSR test
object consists of an 18X 18 X 36 cm rectangular acrylic container enclosing 60 parallel square
acrylic rods running the entire length. The inter-rod space is filled with a liquid or gel that
produces strong, tissuelike signals in MRI and high contrast relative to the rods for computed
tomography (CT). For profiles of slice thickness and separation, the rods are tilted in the test
object to intersect the image plane at a 45° angle when the test object sides are parallel and
perpendicular to the image plane. The test object itself is rotated 6—12° about its major axis so that
the sides of the rods make a small angle to the rows and columns of pixels. This allows digital
sampling at finer spacing than the pixels for determination of edge response functions. Over the
25-49 blocks in each slice of the imaged volume, maxima, minima, mean values, variances, and
ratios currently are reported for the following variables: signal-to-noise ratio and sensitivity,
linear and nonlinear image distortion, full width at half maximum (FWHM) resolution of the
point spread function (PSF), slice separation, and slice thickness. These performance values at
each rod or edge are displayed as gray scale functional images. Individual rod values are recorded
and plotted as histograms and profiles. Results of the automated analysis for MRI system

examples are in good agreement with expectations from theory and more manual tests.

INTRODUCTION

System performance of magnetic resonance (MR ) scanners
depends on many factors. The performance parameters can
be classified into two groups: (1) those that depend upon the
digital nature of the acquired signals and thus are similar to
other imaging modalities such as computed tomography
(CT), and (2) those which are dominated by magnetic reso-
nance effects. Since MR images depend jointly upon these
parameters in a complicated way, it is necessary to develop a
set of standards and rigorous spatial measurements that will
characterize image quality. These measurements should also
allow for direct comparison of results from different MRI or
CT scanners.

Quantification of MR images involves calculation of tis-
sue specific characteristics: T, T,, and density of the imaged
nuclei. The signal intensities used to calculate these quanti-
ties depend upon the characteristics of the machine as well as
the choice of a model for relaxation. It is important to sepa-
rate machine dependence from inadequacies of the relaxa-
tion model when comparing relaxation times within the
imaging volume and between machines. Prior investiga-
tions'~® have shown that variation in T, and 7, measure-
ments is influenced by inaccurate flip angles, motion and/or
flow, and inadequacies of the models used to obtain the val-
ues. Several authors have shown that imperfect slice defini-
tion can lead to errors in T of up to 100%.%* Others have
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shown that errors of similar magnitude can occur when the
rf field is nonuniform across the image plane or from slice to
slice.>® Diffusion during long echo delay times is also a
source of error, which is dependent upon field gradients as
well as echo time.” In addition to these effects, imperfect
selective 180° pulses can lead to errors in intensity in multi-
ple-echo techniques.'®!! While analysis of the test object
does not result in a direct measure of the accuracy of 7 and
T, calculated values, the analysis does provide information
about parameters such as rf nonuniformity and slice defini-
tion which indirectly affect the accuracy of relaxation time
calculations or any other quantitative measures.

Since the acrylic rods are much denser than the filling
material, the parallel square rod (PSR) test object works
well for CT as well as MRI, although the analysis program
has not yet been run on CT images.

Automated analysis

Earlier system performance measurements in MRI have
been accomplished with a variety of test objects using meth-
ods that were laborious and subjective.'!>"'* Further com-
plicating standardization of system parameters is lack of
consistency in the definition of signal-to-noise ratio
(SNR),'*"'7 and normalization of signal when there are in-
accuracies in slice thickness.>* More importantly, in most
approaches a complete set of quality control (QC) tests re-
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quire multiple image acquisitions. This places requirements
on machine time which severely limit the performance of
routine QC tests.

We have developed an automated image analysis program
for measurement of five performance parameters: image
SNR, spatial distortion, spatial resolution, slice thickness,
and slice separation. The program has edge-finding and
edge-response capabilities for 90° edges (resolution) and 45°
edges (slice thickness). The analysis programs are written in
the language C,'® and are running under UNIX on a VAX
11/780 computer in the Electrical Engineering and Comput-
er Science Department at the University of Michigan.

MATERIALS AND METHODS
Test object description
The test object 1s a rectangular parallelopiped,

18 18X 36 cm, constructed of polymethyl methacrylate
(acrylic). It contains rectangular rods oriented at 45° to the
18< 18 cm faces of the container. The rods are glued to }-in.-
thick acrylic plates to hold the rods in place. These rods are
at 45° to two of the four 18 X 36 cm faces and parallel to the
other two 18 X 36 cm faces (Fig. 1). Space between the rods
is filled with a material that produces strong MRI signals
and thus high contrast with the signal-free acrylic. The space
between the rod configuration and the outside casing is filled
with the same material, producing a signal that defines the
outside boundary of the test pattern.

The test object is filled with 400-4M manganese chloride
(MnCl,) and phosphate buffered normal saline which has a
T, of 325 ms as determined at 25 °C in the Diasonics MT/S
imager using 7', = 1000 and 2000 ms at 15 MHz. A more
rigorous measurement in a research spectrometer yielded a
T, of 312 ms at 20 MHz. Per liter total volume, this test
object solution consists of 8.48 g NaCl, 1.14 g sodium phos-
phate, dibasic (Na,HPQ,), 0.28 g sodium phosphate, mono-
basic NaH,PO,, 0.079 g MnCl, (H,0),, 0.5 g sodium azide.
The buffer provides physiologic pH and ionic strength, and

FiG. 1. Two faces of the test object. The small cross section approximates
the transverse cross section of an average human head, and the large cross
section approximates the cross section of an average human torso. Each 1-
in. square rod was machined separately and attached to an acrylic plate. The
seven rows of rods thus formed were assembled layer by layer. This results
in the rows being separated by an extra 1/8 in.
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the sodium azide is an algaecide.

Manganese-doped normal saline is employed as the domi-
nant constituent of the phantom filler fluid to approximate
patient electrical conductivity and dielectric coefficient
more closely that manganese-doped pure water. Magnetic
susceptibility is similar for all water-rich tissues, water, and
saline. rf penetration, and therefore spatial uniformity of
SNR and coil loading, should be closer to that of the average
patient with saline than with pure water. Thus parameters
such as measured SNR and the spatial variation therein
should be relevant to the clinical situation, but the numbers
are still affected somewhat by the size, configuration, and
other electromagnetic properties of the phantom, which
have not been matched rigorously to average patient heads
and bodies. Coil tuning does appear to be well within the
range encountered in clinical imaging, an observation which
is not true for all MRI phantoms we and others have em-
ployed. Regarding eddy currents in the salinelike liquid, the
presence of the acrylic rods tends to break up larger electri-
cal current loops, as much, and probably more so, than do
the most poorly conducting tissues in the body.

When properly positioned, the image of the small cross
section of the test object has a checkered appearance (Fig.
2). We define a high-signal block (HSB) as the image of the
signal from MnCl, bounded on all four sides by acrylic, and a
low-signal block (LSB) as the image of the region occupied
by an acrylic rod and base plates and bounded on all four
sides by MnCl,. The word “block” is used when the distinc-
tion between a HSB and a LSB is not necessary.

The test object is configured and positioned so that the
two perpendicular sets of rod edges (Fig. 1) may be used in
simultaneous measurements of slice thickness and separa-
tion for either vertical or horizontal resolution in the image.
Those edges of the rods that are at 45° to the test object casing
and, with proper positioning, to the image plane, will be

F1G. 2. Test pattern. The small cross section gives this MR image. The “90™”
edges are at 102° with the vertical and the “45° edges are at 12° with the
vertical. The isolated signal pixels around the boundary of the pattern (one
at the top and bottom and two on each side of the image) are from the
diagonal grooves in the test object casing (see Fig. | and text). The position
of these signals enables the user to locate precisely the physical position of
the image within the object.
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smeared over a distance proportional to the convolution of
the slice thickness and the in-plane resolution. The signal
from edges perpendicular to the casing and to the image
plane will express the edge response function. By tilting the
test object in the image plane so that this second set of rod
edges is at a small angle to the horizontal, the sampling inter-
val for computing profiles of signal intensity across the edges
can be decreased.'®° In all the images shown (Figs. 2, 3, 5—-
10) the test object has been rotated 12° in the image plane, by
means of an acrylic wedge support.

A larger angle is employed with this parallel rod phantom
than in previous configurations'® because of the need to sam-
ple completely across one or more pixel widths in the rela-
tively small 2.54-cm dimensions of the blocks. At 12° the
blurring is one-fifth of a pixel width for square pixels. The
minimum angle for pixels 1.6 mm on a side is 6°; smaller
angles could be employed with smaller pixels. A representa-
tion of the test object on its stand in the bore of the magnet is
shown in Fig. 3. The acrylic produces low signal, represent-
ed by the dark blocks in the figure. The large cross section is
shown on end, looking down the bore of the magnet.

On the outer faces of the test object we machined signal-
generating diagonal grooves. The grooves on parallel faces of
the test object are identical, except for one groove wider than
all the rest. These grooves enable the user to determine the
proper orientation of the phantom."® The widest groove
uniquely labels one side of the image so that the absolute
position of the test object within the imaging volume can be
reproduced.

User interaction

MR images of the test object are processed to determine
SNR, image distortion, and spatial resolution within and
perpendicular to the image plane. The user specifies the im-

FIG. 3. Large cross-section representation of the test object. An axial plane
is shown looking down the bore of the magnet. The wedge is positioned at
12° to provide better sampling of the edges of the blocks (see text). The
intersection of the acrylic rods and the image plane is represented by the
dark blocks.
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age dimensions and the expected pixel size, and interactively
determines the tilt angle of the test object within the plane.
All further processing on a uniform image may be completed
without user intervention.

Edge finding

The external edges of the test object are found by setting a
threshold or “break point™ halfway between the mean signal
levels of two particular blocks. The first block has the maxi-
mum signal from the two central rows and columns of
HSB’s; the second has the minimum signal from the same
two central rows” LSB’s (see Fig. 2). The outside limits of
the test object are set at the outermost pixel locations in
contiguous rows and columns having values above the break
point. Linear regression on this set of points is used to form a
quadrilateral (Fig. 4). These best-fitting lines are used in all
the subsequent analyses to describe the outside test object
edges. Internal HSB’s are located by finding contiguous
areas of pixels above the same break point. If the area of a
block is at least one-half the area expected in a HSB, it is
treated as a valid block; otherwise, it is discarded. The edges
of each block are then determined by the same method used
to find the outside edges of the test object.

Edge response

Pixels across an edge are sorted by distance from the edge.
The edge response of a rod edge lying perpendicular to the
image plane is dependent only on the system’s edge response
function [Fig. 5(a)] while the edge response of a rod edge at
45° to the image plane is the convolution of the slice thick-
ness profile and the edge response function [Fig. 5(b)].
When the slice thickness is several times larger than the im-
age resolution, the user might choose to neglect the contribu-
tion of resolution as we have done to date and retain a good

F16. 4. Edge-fitting image. The edge of each signal and nonsignal block was
computer fit, as described in the text. The computer-generated lines are
shown as a gray border around nonsignal blocks and a bright border around
signal blocks. The border is generated by a least-squares fit to the outermost
set of pixels as described in the text (see Fig. 2).
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(b)

F1G. 5. Edge profiles for (a) resolution and (b) slice thickness. Each point
in both images represents the gray level (intensity) of a pixel in or both of
the two blocks that share a common edge. In both images shown here, the
nonsignal blocks are on the left. Because the test object is rotated within the
image plane, each pixel near the edge will be at a different distance, thus
increasing the sampling of the edge. The curves generated represent (a) the
edge response function and (b) the edge response function convolved with
the stice profile. The middle section of the profile in (b) is actually at 45° to
the vertical but appears to be at a lesser angle, due to scaling in the visual
display.

measure of slice thickness for quality control purposes. The
true slice thickness, however, can only be obtained by a de-
convolution.

Image analysis output
Stalistical analysis

Each block in the image plane is evaluated for each perfor-
mance measurement. The values for each block as well as the
mean, standard deviation, maximum, and minimum for the
entire image are available on hard copy. The output is avail-
able in either the complete form, or a summary of the aver-
age measurements for the image.
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(2)

(b)

F1G. 6. SNR functional image for the large [Fig. 5(a)] and small [Fig.
5(b)] cross section of the phantom. The value of SNR, as defined in the
text, is displayed for each HSB, and the values for the LSB’s are interpolated
from their nearest neighbor HSB’s for display purposes. The values are then
mapped onto the gray scale for display in two different formats: (1) the gray
fevel of a block is directly proportional to calculated SNR for that block,
and (2) these same values are used to construct the histograms displayed in
the upper left-hand corner of each image. The histogram gives a visual
display of the distribution of SNR’s in the image. From left to right, lower
gray levels in the histogram correspond to lower SNR’s in the image. The
spatial trend in SNR is primarily a result of rf nonuniformity across the field
of view, and is thus a coarse mapping of the rf field.

Functional images

Measurements of scalar quantities are displayed as func-
tional images: the value of each measurement is displayed in
a gray scale at its location in the image field. A 20-section
histogram of values is also provided in the functional image
(Figs. 6-10).

The deformation tensor, which describes image distortion
(see below), is displayed as a symmetric tensor field upon
the distorted image. In two dimensions, the principal axes of
the local deformation tensor are displayed as a cross with
arms proportional to the strains in those directions (Fig. 7).
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(b)

F1G. 7. Geometric distortion functional image of (a) the small cross section
and (b) the large cross section of the test object. The principal axes of the
local deformation tensor are displayed as defined in the text. The black tips
of the crosses show tensor lengths less than the expected values, represent-
ing a “compression.” The small circles represent deviations from the ex-
pected values of less than 2%, while the large circles represent deviations
greater than 10%.

Signal-to-noise ratio

For each block, the mean and standard deviation of the
pixel values are taken over all pixels inset from the block
edges by a predetermined margin. The SNR in each block is
defined as the ratio of the mean pixel value to the standard
deviation of the pixel values in that block. The standard devi-
ation includes noise from the material, image artifacts, large
scale image inhomogeneity, and several other effects in addi-
tion to system electronic noise. The HSB and LSB pixel
means, standard deviations, maxima, and minima are deter-
mined separately. The SNR’s of the HSB’s are displayed in a
functional image (Fig. 6).

Image distortion

We define the distortion of each block as the deformation
from an isosceles right triangle that has been constructed
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from the expected dimensions of the block, to a distorted
triangle that is observed in the image of the block.?! Specifi-
cally, the distorted triangle is constructed with its base taken
as a diagonal of the imaged block. One corner of the block is
rotated 180° about the diagonal and the average position of
the two nearby corners is taken as the triangle’s vertex. The
deformation is treated as homogeneous over the triangle.
With this definition, the deformation tensor can be calculat-
ed and formally related to the stress—strain tensor.”’ The
principal strains are computed by a simple algebraic proce-
dure.??

The transformation from the isosceles right triangle to the
averaged distorted one will change a circle into an ellipse.
The anisotropy is the ratio of the major and minor axes of
that ellipse and is the ratio of the principal strains, i.e., the
greatest relative change in any shape measure upon the
block. This ratio thus gives some indication of the magnitude
of the local distortion at each location. This measurement
provides information used in the display of the deformation
tensor. The tensor is displayed as a cross if the anisotropy is
greater than 2%. Crosses corresponding to anisotropy less
than 2% are not displayed, as their orientations are highly
noisy. Instead, small open circles are displayed at these loca-
tions in the functional image (Fig. 7). In order to prevent
compression of the scale, principal axis lengths deviating
from unity by more than 10% are indicated by a filled-in
circle: no attempt is made to display their true relative
lengths. The deformation data for these blocks can be
checked in the reported statistics.

A transformation between identical images would result
in strains equal to unity (and no directional assignments).
To emphasize the difference between the observed principal
axis lengths and the normative expectation, deviation of the
axis lengths from unity is indicated visually as follows:
lengths below unity have the remaining length to unity
blackened in; lengths above unity have the length beyond
added on in white.

Local anisotropy values are displayed in a separate func-
tional image (Fig. 8), and the means, standard deviations,
and extrema are computed and printed out.

Resolution

The edge response profile across an edge between a HSB
and a LSB and perpendicular to the image plane is fit
piecewise to three lines: one in the region of the LSB, one in
the region of the HSB, and one in the edge itself. For both
resolution and slice thickness, straight lines rather than con-
stants are fit to what would normally be the uniform low-
and high-signal regions because of usually slowly varying
image nonuniformities. These lines are fit to regions well
outside the boundary and extrapolated to their intersections
with the straight line which was fit to the boundary. A linear
fit is employed for the boundary because the edge response
profile is quite linear [Fig. 5(a)] as expected for the nearly
rectangular point spread function reported by the manufac-
turer of our MRI system. The edge line is fit to the data
between 10% and 90% of the expected pixel size, centered at
the edge. The block lines are fit to the data beyond one pixel
size from the edge.
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F1G. 8. Anisotropy image. The ratio of the two principal axes in Fig. 6(a) is
displayed as a functional image. The gray level of each block is directly
proportional to the calculated anisotropy of the block. The right side of the
image corresponds to a high degree of distortion analogous to the visual
interpretation of Fig. 6(a). The histogram gives a visual display of the
distribution of anisotropy in the image. From left to right, lower gray levels
in the histogram correspond to smaller anisotropy in the image.

The resolution at the edge is defined as 80% of the dis-
tance between the intersections of the edge line and the block
lines. Clearly, resolution reported according to this defini-
tion will be 80% of the pixel size if the edge response function
is a straight line, as would be the case if the point response
function is rectangular and the resolution is pixel limited.
The full width at half maximum (FWHM) of a Gaussian
point response function will be quoted correctly by this
method. The mean, standard deviation, maximum, and min-

F1G. 9. Resolution image. Edge profiles are used to generate resolution
values for display as a functional image. The gray level of each block is
directly proportional to the calculated resolution for the block. Because two
adjacent blocks are required to generate one profile, there is no value gener-
ated for the top row of blocks, i.e., the resolution value from an edge profile
is coded onto the block below the edge. The histogram gives a visual display
of the distribution of resolution in the image. From left to right, lower gray
levels in the histogram correspond to higher resolution (smaller pixels) in
the image.
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imum of resolution are reported and the resolution on the
various blocks is displayed as a functional image (Fig. 9).

Slice thickness

The edge response profiles across an edge rotated 45° to
the image plane are analyzed for slice thickness in an analo-
gous manner to the determination of resolution. The edge
line is fit to the data between the 109 and 90% thresholds of
the expected slice thickness, centered at the edge. A linear fit
is performed in the HSB and LSB, one slice thickness from
the edge. The slice thickness at the block is taken as the 10%-
t0-90% distance between the intersections of the edge line
and the block lines. The mean, standard deviation, maxi-
mum, and minimum of slice thickness are computed and the
slice thickness displayed in a functional image (Fig. 10).

The 10%-90% linear fit model employed will provide
only a slight underestimate of the FWHM of the slice thick-
ness if the derivative of the slice profile is Gaussian since the
boundary is fit with a straight line rather than the true edge
response of a Gaussian—the error function. As the deriva-
tive of the true slice profile approaches a rectangle, the 10%-
to-90% distance provides a slice thickness measurement
which is 1.25 times smaller than the width of the rectangle if
the effects of pixel size are negligible or have been decon-
volved. Ideally, such deconvolution should be performed
and the appropriate model applied with necessary correc-
tions. Even then, no single resolution or slice thickness num-
ber will provide a complete comparison between radically
different profiles. The 10%-90% distance is merely a con-
venient measure which is close to the FWHM. Similar argu-
ments are true for in-plane resolution.

F1G. 10. Slice thickness image. In an analogous fashion to resolution (see
Fig. § and text), profiles of 45° edges are used to calculate slice thickness.
The gray level of each block is directly proportional to the calculated slice
thickness at the block. For the orientation of the test object in this run, the
45° edges are vertical and generate profiles from column to column. The
right-most column has no slice profile, i.e., the slice thickness values are
mapped onto the block to the left of the edge. The histogram gives a visual
display of the distribution of slice thickness in the image. From left to right,
lower gray levels in the histogram correspond to smaller slice thickness in
the image.
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Slice separation

The separation between slices at a block is determined by
comparing the relative locations of the block in the two
slices. Since the edges are rotated at 45° to the slice plane, the
offset between the two imaged locations will be the slice sep-
aration distance. The block locations are taken as offsets
from the test object’s outside edge, an edge perpendicular to
the slices, avoiding errors due to side slipping of the image
slices relative to one another. The mean, standard deviation,
maximum, and minimum of slice separation are computed
and the separation distances are displayed in a functional
image (Fig. 11).

RESULTS

A point of concern has been whether convection currents
in relatively nonviscous filling fluids, such as water with
paramagnetic salts, would create motion artifacts. To test
whether significant convection currents are created during
imaging, two experiments were performed in the phantom
enclosure without the rod structure insert. In one, dental
floss of varying lengths was suspended throughout the saline
from the top of the phantom. In the second, the phantom was
half-filled with a solution of saline and red dye. Clear water
was poured carefully over the saline to form a boundary with
low surface tension between these two miscible fluids. No
liquid motion was observed in either phantom arrangement
during a 20-slice, spin-echo sequence with two echoes, and
Tr =2.0 s. This, and most other two-echo, multislice se-
quences, provide among the highest local maximum specific

F16. 11. Slice separation image. The displacement of a block between adja-
cent images, measured via distances between 45° edges and a fixed vertical
edge of the border, is used to generate slice separation values for each biock.
The gray level of each block is directly proportional to the calculated slice
separation at the block. The image is stored with the higher numbered slice
(see Table I). For the same reason as slice thickness, the right-hand column
of blocks is blank. The histogram gives a visual display of the distribution of
slice separation in the image. From left to right, lower gray levels in the
histogram correspond to smaller slice separation in the image. The distribu-
tion of the slice separation values for the small cross section is narrow, with
no apparent spatial trends.
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absorption rates available on our 0.35-T scanner (approxi-
mately 0.5 W/KkG for a typical body). Therefore rf-induced
fluid motion in the phantom is evidently not a problem for
most 0.35-T systems with common pulse sequences. With
the honeycomb of acrylic rod inserts in the parallel rod
phantom, such fluid motion is probably insignificant for any
MR system which remains below the FDA guidelines of 2
W/kG averaged over any gram of tissue.

Analysis on two four-slice sets of images was completed.
Both cross sections of the PSR test object were scanned using
a body-sized rf coil. Both cross sections had T, =25, T

= 28 ms, nominal pixel-limited resolution 1.7 mm, and

nominal slice thickness 7 mm. The small cross section had a
matrix size of 128 X 128 and a field of view 20 cm. The large
cross section had a matrix size of 256 X 256 and a 40-cm field
of view. The number of slices acquired in each case was 20
and the central four slices were analyzed. The results for the
small cross section are summarized in Table I, and those for
the large cross section in Table II. The mean and standard
deviation, s, are given for each performance measurement.

While the evaluation measurements centered around the
expected values, spatial trends were observable in SNR and
distortion. Results of resolution and slice thickness measure-
ments scattered more randomly. Spatial trends were most
apparent in the analyses of the large (18 X 36 cm) cross sec-
tions. In both sets of images, comparable trends were found
in neighboring slices, and, to some extent, in different runs
with the same configurations.

DISCUSSION

Spatial distortions including the important one of anisot-
ropy are easily quantified and characterized to a precision
greater than that of clinical significance. In the University of
Michigan (UM) MRI system, as in all whole-body scanners
with which we are familiar, spatial distortion in the periph-
ery of large fields of view is at a level which could be clinical-
ly significant. Precise anatomical correlations with CT, ul-
trasound, stereotactic techniques, biopsy guidance, and
radiation therapy treatment planning are examples where
spatial distortion should be characterized if not corrected.
These measurements should be important in monitoring the
movement of large masses of metal in the fringe field of the
magnet and of small masses which may collect within the
system.

The spatial variation in signal level and SNR is significant
for visual image interpretations and also for quantitative tis-
sue characterization by relative intensities or relaxation
times. Although these spatial variations in signal level are
inevitable consequences of coil design, monitoring of their
spatial variation should be a sensitive measure of common
problems, such as conductive or magnetic material within
the bore, capacitative coupling within the coil housing, or
between the rf coil and anything else, and eddy currents.

On the UM system, we do not see a marked spatial pattern
in vertical or horizontal resolution, slice thickness, or sepa-
ration. For example, there is no significant tilting of image
planes relative to each other. However, such spatial varia-
tions are possible and their measurement is of concern to
several manufacturers. Properties that can be easily mea-
sured with the test object manually or included in future
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TABLE I. Summary of performance evaluation measurements; 18X 36 cm cross section.

Slice 30 Slice 31* Slice 32 Stice 33

Measurement Mean K Mean s Mean s Mean s
HSB® 762.1 45.0 752.1 42.5 752.3 36.0 749.5 39.0
LSB¢ 47.0 2.5 4.2 47.2 2.7 49.3 37
Anisotropy? 1.02 0.009 1.03 0.018 1.02 0.011 1.02 0.010
Resolution® 1.62 0.20 1.62 0.18 1.60 0.20 1.63 0.27
Slice® thickness 5.71 0.36 5.78 0.32 5.73 0.26 5.72 0.32
Slice® separation 10.07 0.18 10.16 0.21 10.28 0.24

2Slice 31 is the center slice of 20.

>High signal block SNR (ratio of the mean signal to the standard deviation of pixel values in a block).

°Low signal block SNR.
4 Ratio of principal axes (see text).
¢ In millimeters.

automation include lateral displacement of images relative
to others in the same sequence, Gibbs phenomenon and oth-
er ringing artifacts, spatial variation of noise in the LSB’s or
standard deviation in the HSB’s (these are computed but not
displayed separately at present), and centering and orienta-
tion of the various system components relative to each other.
Because this program uses a small amount of image dis-
play software and hardware that is system dependent avail-
able in the Electrical Engineering and Computer Science De-
partment, it is not easily transportable to other systems. In
addition, the edge detection algorithm may be inadequate
when there are large distortions or low SNR in portions of
the image. These two problems are currently being ad-
dressed and a more portable version is expected shortly.

CONCLUSIONS

Once quality control and higher performance evaluation
techniques of sophistication are developed, they rarely are
utilized routinely in medical imaging with the possible ex-
ceptions of scintillation imaging and film processing. In
most radiologic imaging, technologists and service person-
nel do not perform and interpret adequate tests. Neither they
nor the physicists usually have time for laborious complete
performance tests or less complete routine tests and when

these are performed there is neither standardization nor ob-
jectivity in the interpretation. Quality control of film pro-
cessing is one example where there is an immediate return
for the department, and this has been strongly supported by
film suppliers.

Automated performance evaluation of images with the
maximum number of relevant tests per image sequence
would solve most of these problems. With improvements in
computer technology it will soon be practical to perform
complete analyses of test images routinely, and to automati-
cally flag deviations from the norm. The test object and soft-
ware presented here are directed toward that goal. With the
described digital analysis of the edges and statistical analysis
of multiple performance characteristics on a single test pat-
tern, it is possible for a single-image sequence to replace the
multiplicity of image acquisitions with various test sections
or inserts as required in most CT and MR phantoms. Cer-
tainly test images should be acquired in a variety of condi-
tions, such as coronal or oblique planes to verify proper sys-
tem functioning, but the variety of tests would be much
larger with most other phantom configurations, and not all
tests would need to be performed at the maximum frequen-
cy.

Measurements also are made at many points throughout

TaBLE II. Summary of performance evaluation measurements; 18 X 36 cm cross section.

Slice 20 Slice 21* Slice 22 Slice 23

Measurement Mean s Mean s Mean s Mean N
HSB® 303.4 76.1 294.2 66.8 290.9 61.5 296.2 69.0
LSB° 18.0 2.3 3.2 16.1 14 18.5 2.3
Anisotropy? 1.07 0.048 1.06 0.044 1.06 0.031 1.07 0.060
Resolution® 1.61 0.20 1.59 0.19 1.60 0.17 1.61 0.19
Slice® thickness 6.35 0.45 6.21 0.37 6.28 0.36 6.23 0.38
Slice® separation 10.12 1.62 9.53 3.22 9.85 3.62

=Slice 21 is the center slice of 20.

®High signal block SNR (ratio of the mean signal to the standard deviation of pixelsina block).

¢ Low signal block SNR.
4Ratio of principal axes (see text).
¢ In millimeters.
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the imaging volume. While the utility of this feature is ob-
vious for establishing the useful field of view for coils, via
signal levels or SNR’s, and for in-plane image distortion, it is
also useful for more complex distortion such as image plane
tilting and thickness variation. Other than statistical preci-
sion, the value of multiple resolution measurements is yet to
be established. Another important feature of this general ap-
proach is that it provides a more objective, reproducible
measurement than does visual analysis. Only one test pat-
tern is available in the phantom for most measures, thus
increasing the likelihood that readily comparable measure-
ments will become available on numerous and various scan-
ners.

Perhaps the main value of the test methods, in addition to
providing the otherwise laborious measurements of spatial
distortion and spatial variation in signal or relaxation times,
is that they provide an objective, reproducible measurement
of resolution, slice thickness, and separation, at each loca-
tion and averaged for each plane and with adequate statistics
for high precision.
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